Abstract

We propose a new efficient approach for neighborhood exploration, optimized with decision tables and decision trees, suitable for local algorithms in image processing. In this work, it is employed to speed up two widely used thinning techniques. The performance gain is shown over a large freely available dataset of scanned document images.

1. Introduction

Thinning is a fundamental algorithm, often used in many computer vision tasks, such as document images understanding and OCR.

A lot of algorithms have been detailed in literature to solve the problem, typically in a sequential or parallel fashion (according to the classification proposed by [6]). Parallel techniques in particular gather most attention in literature. One the most famous used algorithm has been proposed by Zhang and Suen [11]. This iteratively runs two subiterations to remove pixels. Holt et al. [5] proposed an improvement on this technique which only requires a single iteration, but which requires examining a larger neighborhood, from $3 \times 3$ to $4 \times 4$. This algorithm requires less iterations, but the need to access more pixels makes it slower when implemented on sequential machines [4]. Moreover Chen and Hsu [1] improved the original Zhang and Suen algorithm and proposed a look up table solution to speed up the process.

This solutions have been proposed some decades ago, but are still commonly used and adopted in many image processing software tools, such as Matlab, which in particular uses the rules described by Guo and Hall [3]. This is a modification of the original Zhang and Suen algorithm, to better cope with $2 \times 2$ squares and diagonal lines, similar to the one proposed by Lü and Wang [7] or Chen and Hsu [1].

Figure 1. Decision table example.

Recently we proposed a technique for efficient neighborhood exploration using decision trees, with an example application to labeling [2]. In this work we propose to apply this approach to two thinning algorithms, namely Zhang and Suen (ZS) and Holt et al. (HSCP), by constructing an optimal decision tree which allows to dramatically reduce the number of memory accesses to be performed in order to explore the neighborhood. Quantitative results performed on a large freely available dataset of scanned document images will show that our solution is more effective than a look up table and that HSCP can run faster than ZS nine times out of ten.

2. Decision tables and decision trees

Local algorithms in image processing can be defined as those algorithms in which the output value for each image pixel, depends on the value of the pixel itself and of its neighbors. Accordingly, we can model local algo-
Figure 2. Decision tree for Zhang and Suen thinning algorithm

Both iterative thinning algorithms considered in this paper belong to the class of parallel thinning algorithms [6]: every pixel is analyzed considering its neighborhood values in the current image, but the result is written to a different output mask, so that the procedure can be easily implemented on massively parallel architectures.

The ZS algorithm consists in a two subiterations procedure in which a foreground pixel is removed if a set of conditions is satisfied. Starting from the current pixel $P_1$, the neighboring pixels are enumerated in clockwise order:

$P_9 \quad P_2 \quad P_3$

$P_8 \quad P_1 \quad P_4$

$P_7 \quad P_6 \quad P_5$
Let $k = 0$ during the first subiteration and $k = 1$ during the second one. Pixel $P_1$ should be removed if the following conditions are true:

a. $2 \leq B(P_1) \leq 6$

b. $A(P_1) = 1$

c. $P_2 \ast P_4 \ast P_6 = 0$ if $k = 0$

d'. $P_2 \ast P_6 \ast P_8 = 0$ if $k = 1$

c'. $P_2 \ast P_4 \ast P_8 = 0$ if $k = 1$

d. $P_4 \ast P_6 \ast P_8 = 0$ if $k = 0$

d'. $P_2 \ast P_6 \ast P_8 = 0$ if $k = 1$

where $A(P_1)$ is the number of 01 patterns in clockwise order and $B(P_1)$ is the number of non-zero neighbors of $P_1$.

The HSCP algorithm is built on the ZS algorithm by defining an edge function $E(P)$ which returns true if browsing the neighborhood in clockwise order there are one or more 00 patterns, one or more 11 patterns and exactly one 01 pattern ([5], Appendix A). The algorithm thus has a single subiteration which removes a foreground pixel if the following conditions are true:

1. $E(P_1) = 1$

2. $E(P_4) \ast P_2 \ast P_6 = 0$

3. $E(P_6) \ast P_4 \ast P_4 = 0$

4. $E(P_4) \ast E(P_5) \ast E(P_6) = 0$

It should be noted that the edge function requires checking all neighbors of the analyzed pixel, thus the windows used by the HSCP algorithm has size $4 \times 4$.

Chen and Hsu [1] observed that given the eight neighbors of $P_1$ the outcome of the conditions is known, thus they built two look-up tables (LUT) for the two subiterations and used the pixel values as bits for the index of the LUT. This allows to save all the operations required to compute $A(P_1)$, $B(P_1)$ and the other two conditions, adding only one memory access.

The LUT approach suggests that these thinning techniques can be modeled as decision tables in which the conditions are given by the fact that a neighboring pixel belongs to the foreground, and the only two possible actions are removing the current pixel or not. The ZS algorithm has also another condition, that is the value of subiteration index $k$. This results in a 9 conditions decision table for the ZS algorithm (512 rules) and 16 conditions (the pixels of a $4 \times 4$ window) for HSCP algorithm (65536 rules). We ran the dynamic programming technique referred in Section 2 obtaining the two optimal decision trees shown in Fig. 2 and in Fig. 3. These trees represent the best access order for the neighborhood of each pixel. The leaves of the trees are the two actions: 1 means “do nothing”, while 2 means “remove”. The left branch should be taken if the pixel referred in a node is background, otherwise the algorithm should follow the
right one. In Fig. 3, the pixels in the $4 \times 4$ neighborhood are numbered in row major ordering.

4. Results

To test the effectiveness of our proposals we compared the original ZS and HSCP with their version based on optimal decision trees. We also compared the performance of the LUT version of the ZS algorithm. The procedures were used to thin a set of binary document images, composed by 6105 high resolution scans of books taken from the Gutenberg Project [8], with an average amount of 1.3 millions of pixels. This is a typical application of document analysis and character recognition where thinning is a commonly employed preprocessing step. The tests have been performed on a Intel Core 2 Duo E6420 processor, using a single core for the processing.

The results of the comparison are reported in Table 1. The use of the decision trees significantly improves the performance of both ZS and HSCP algorithms. Moreover the surprising result is that the use of a LUT does not lead to any improvement over the straightforward implementation of ZS, probably because the added cost of composing the 8 bit index with bitwise operations and the additional memory access are comparable with the cost of the original operations. A second important result is that on average HSCP, despite being slower then ZS on sequential machines, becomes the fastest approach when the memory access is optimized with our proposal. In fact on the 91% of the cases turns out to be the fastest solution, mainly because the overall cost of an iteration is strongly reduced, thus the low number of iterations becomes the key factor in its success. With respect to the original ZS technique, the tree based version is around 10% faster, while HSCP is improved of around a 45%. This is supported by the observation that the larger the window, the higher the saving can be. HSCP+Tree is around 20% faster than the original ZS approach.

<table>
<thead>
<tr>
<th></th>
<th>Average ms</th>
<th>fastest</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZS</td>
<td>1633</td>
<td>0%</td>
</tr>
<tr>
<td>ZS+LUT</td>
<td>1693</td>
<td>0%</td>
</tr>
<tr>
<td>ZS+Tree</td>
<td>1495</td>
<td>9%</td>
</tr>
<tr>
<td>HSCP</td>
<td>2493</td>
<td>0%</td>
</tr>
<tr>
<td>HSCP+Tree</td>
<td>1371</td>
<td>91%</td>
</tr>
</tbody>
</table>

5. Conclusion

In this paper a systematic approach to minimize the number of memory accesses during neighborhood exploration has been applied to two widely employed iterative parallel thinning methodologies. Results show that significant improvement may be obtained on real world problems.

The use of decision trees saves many memory accesses, by complicating the branching structure. While this could potentially impact negatively on the performance, because of wrong branch predictions, experimental results prove that the reduced cost for memory access greatly overcomes this problem. Our interpretation is that the structure of the caches in modern architectures is still not able to completely remove the cost of accessing memory in two dimensional structured data.

The optimization of the search order can be applied to many other binary image processing operations, which require neighborhood analysis and optimization.
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