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ABSTRACT
People re-identification is a challenging problem in surveillance
and forensics and it aims at associating multiple instances of the
same person which have been acquired from different points of
view and after a temporal gap. Image-based appearance features
are usually adopted but, in addition to their intrinsically low dis-
criminability, they are subject to perspective and view-point issues.
We propose to completely change the approach by mapping local
descriptors extracted from RGB-D sensors on a 3D body model
for creating a view-independent signature. An original bone-wise
color descriptor is generated and reduced with PCA to compute the
person signature. The virtual bone set used to map appearance fea-
tures is learned using a recursive splitting approach. Finally, peo-
ple matching for re-identification is performed using the Relaxed
Pairwise Metric Learning, which simultaneously provides feature
reduction and weighting. Experiments on a specific dataset created
with the Microsoft Kinect sensor and the OpenNi libraries prove
the advantages of the proposed technique with respect to state of
the art methods based on 2D or non-articulated 3D body models.

Categories and Subject Descriptors
I.5.4 [Pattern Recognition]: Applications—Computer Vision

General Terms
Algorithms,Experimentation
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1. INTRODUCTION
People re-identification is a challenging task extremely useful for

video surveillance or forensics. It aims at discovering multiple in-
stances of the same person captured from different points of view or
after a significant temporal gap. However, differently from biomet-
ric techniques, re-identification trusts on appearance information
only and thus it is mainly based on the color, texture and shape of
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people clothing [4]. Features such as color and texture histograms
have been deeply tested and applied rather than shape and geomet-
rical properties, leading to an intrinsically low discriminability of
the computed signatures.

To solve this problem, 2D models and, recently, non-articulated
3D models of the human body have been introduced. Differently
from motion capture or action analysis approaches, the models are
not required to be extremely precise but fast. However, a model-
based localization provides more coherent and representative de-
scriptions and allows a correct comparison of corresponding body
parts. Problems due to occlusions and segmentation errors can also
be minimized.

In this work we made a step forward by proposing a new original
3D approach to re-identification based on articulated body models.
A 3D model is adopted to map appearance descriptors to skeleton
bones (See Fig. 1). The color, depth and skeleton streams produced
with the Microsoft Kinect sensor [11] and the OpenNi libraries are
exploited as input. The skeleton is further refined using a learning
approach in order to generate a “bone” set. The obtained signature
is strictly related to the real body structure, thus it also allows an
attribute based description, which could be useful is some applica-
tions [8]. In addition, a learned metric is adopted which simultane-
ously acts as feature selection and body part weighting.

2. RELATED WORKS
Simplified 2D models are the most commonly used in people

re-identification. Among the others, in surveillance and forensics
thecylindrical shape and thelegs-torso-head structure are the most
widely adopted. By modeling a person as a cylindrical shape (or
more generally as a solid of revolution) the horizontal variations
of the people appearance are neglected, supposing that the color
or texture distribution along the vertical axis is the only important

Figure 1: Vitruvian body model with superimposed the joints
and bones used in the proposed system



data. For example, in [3] the person mask is divided into ten hor-
izontal stripes (ideally corresponding to legs, torso, and head) and
the mean color of each stripe is stored as representative feature.
Weberet al adopted a part based detector to separately segment
a personâ̆AŹs upper and lower clothing regions [13]. Similarly,
Farenzenaet al [5] compute the cut points from profile histograms.
Moreover, they operate a further split in two of the torso and legs
parts using a symmetry based algorithm.

Very recently, simplified3D models have been proposed to im-
prove the feature localization. For example, a non-articulated 3D
model called Sarc3D [1] has been proposed to map color appear-
ance features on a vertex based model. The main drawback of
Sarc3D is the lack of articulation. The rigid container requires
a corresponding rigid posture of the person, while it will fail on
people in sitting or bending positions. Articulated motion cap-
ture has been addressed in the past on color images [10, 9] and,
more recently, using depth images [11, 12], but never applied to re-
identification. Recently, the introduction of low cost range sensors
like the Microsoft Kinect opened new solutions to surveillance and
forensics research fields, included the re-identification task. Soft-
biometry features can be extracted from the tracked skeleton stream
and used to generate a person profile. For example, in [2] a set of
ratios of joint distances is used as person signature. However, the
intrinsic noise on the estimation of the joint positions do not allow
to reach very high performance.

3. BONE FEATURE SET AND SIGNATURE
In order to provide a spatial location to each appearance feature,

pixels of the color image need to be connected to a bone of the
person. To this aim, OpenNi is exploited to find a set of human
joints (see the red dots in Figure 1). Then these joints are linked
together to build a simple human skeleton (see Figure 1). Let be
Ψ = {ψ1, . . . , ψ15} the set of 15 joints, where each of the elements
ψi corresponds to the 3D position of the joint. Based onΨ, the
corresponding “bone” setB ⊂ Ψ × Ψ is obtained as the set of
edges of the joint graph (see Figure 1). Each bonebi ∈ B is defined
using the 3D coordinates of the two extremities:bi = (ψr, ψs). Let
N = |B| be the number of bones,18 in our skeleton model.

Given the point cloudW = {(x1, c1) . . . (xW , cW )}, wherexj
andcj are the position and the color of each point respectively, a
point-to-bone assignment is provided using a min-distance criteria
and the subsetsWi of points connect to thei-th bonebi are obtained
as follows:

Wi = {(xj , cj) ∈ W|i = φ(xj)} , j = 1 . . .W (1)

whereφ is the function returning the index of the closest bone:

φ(xj) = argmin
i=1...N

d(xj , bi) (2)

The pixel-to-bone distanced(xj , bi) is the common point-to-
segment Euclidean distance.

After the pixel-to-bone assignment, the signature of the person is
composed by the set of color histograms computed for each bone:

H
p = {Hp

1 , . . . , H
p
N} . (3)

whereHp
i is the color histogram for the bonebi of thep-th person.

In the experiments reported in the paper,H
p
i are RGB color his-

tograms with a 8 bin quantization for each channel, normalized to
sum up to 1. If the person model is obtained as integration of mul-
tiple views, the histograms are computed using all the image points

(a) (b) (c)

Figure 2: Point cloud to bone assignment. a) the skeleton, b)
the point assignment using the default bone set and c) after au-
tomatic fragmentation.

assigned to the same bone. A visual example of the pixel-to-bone
assignment is reported in Figure 2(b).

4. DISTANCE METRIC
The distance between two person signaturesH

i andHj can be
computed as the sum of distances between each corresponding cou-
ple of histograms:

d(Hi
,H

j) =

N∑

n=1

αn · d(Hi
n, H

j
n), (4)

whered(Hi
n, H

j
n) is the Mahalanobis distance betweenHi

n and
Hj

n. However, the distance function of Eq. 4 requires the esti-
mation of the bones weightsαn. Moreover, the dimensionality of
the signatureHp computed for each person as in equation Eq. 3
is too high, leading to problems on its storage and matching. Us-
ing the defined skeleton model composed by 18 bones and using
512 bins for each histogram, the final signature is composed by
9216 elements. Each signature is thus processed with a PCA step,
which simultaneously reduce the dimensionality and filter the in-
trinsic noise. The person signature obtained fromH

p becomes a
96 dimensional feature vectorxp = x(Hp). The PCA subspace
has been learned on the training set and it is kept fixed for all the
experiments, in order to obtain comparable signatures.

Instead of using Eq. 4, the metric scheme we adopted to compare
person signatures is inspired from the one presented in [7], called
Relaxed Pairwise Metric Learning (RPML), that has proved to be
a highly efficient and effective metric learning approach. RPML
aims at computing a pseudo-metricM , which, similarly to the Ma-
halanobis distance, provides a dissimilarity score of two feature
vectorsxi andxj :

dM (Hi,Hj)
.
= dM (xi, xj)
= (xi − xj)

⊤M(xi − xj) =
= ‖ L(xi − xj) ‖

2
(5)

whereM = L⊤L.
In order to exploit the discriminative information of the data dur-

ing the metric learning, the person re-identification problem is re-
defined as a two-class problem: firstly, samples from the data space
are converted to the label agnostic difference space. Secondly, the
original class labels are discarded and the sample are rearranged
into the similar anddifferent classesS andD (i.e., if two signa-
tures belong to the same person, their difference is labeled asS,
otherwise asD).



Starting from the following objective function:

L(L) = 1
|S|

∑
(i,j)∈S ||L(xi − xj)||

2

− 1
|D|

∑
(i,j)∈D ||L(xi − xj)||

2 (6)

the problem of finding the bestM can then be defined as

argmin L(M)

subject to M � 0,

LΣSL
⊤ = LΣDL

⊤ = I

(7)

where

L(M) = tr(M(ΣS − ΣD)) (8)

and

ΣS =
1

|S|

∑

(i,j)∈S

(xi − xj)(xi − xj)
⊤ (9)

ΣD =
1

|D|

∑

(i,j)∈D

(xi − xj)(xi − xj)
⊤ (10)

By relaxing the positivity constraintM � 0, the problem can be
simplified into findingM such that

tr(M(ΣS − ΣD)) = 0 (11)

A bounded approximation forM ca be found asM = (ΣS
−1 −

ΣD
−1).

5. AUTOMATIC BONE FRAGMENTATION
The bone setB defined using the fifteen joints from OpenNi is

not optimized for people re-identification. The main drawbacks are
related to the different lengths of the bones and the semantic dif-
ferences between bones and appearance regions. To this aim, an
automatic bone fragmentation step has been introduced in order to
generate a set of bonesB∗ more suitable for re-identification tasks.
Our goal is to find the skeleton partitioning which maximizes the
re-identification score (see Section 6). The size of the correspond-
ing search space is too high for an exhaustive global maximum se-
lection. An iterative procedure inspired to the Cuckoo search ap-
proach [14] has been implemented.

The setB∗ is iteratively derived fromB replacing one of the ex-
isting bones with the couple of sub-bones obtained after a split. A
splitS = (bi, α) is represented by the index of the selected bonebi
and the split positionα ∈ [0, 1]. At each iteration, a set of candi-
dates{Sk} is randomly generated by selecting both the bone index
and the split pointα using a fast uniform distributed generator. The
best split is then selected maximizing the re-identification score on
a training set of samples. The iterative algorithm is stopped when
the re-identification performance are not increased by adding an ad-
ditional split. The final bone set created using our training set and
the corresponding pixel-to-bone assignment are depicted in Figure
2(c) and is composed by 38 elements.

6. EXPERIMENTAL EVALUATION
In order to evaluate the proposed method we created a new dataset

using Microsoft Kinect to extract depth information and relative
point cloud. The dataset contains various images of 40 people in
different poses and orientations, for a total of 450 shots and rel-
ative skeleton and point clouds. Half of the images were used for
metric learning and as training set for the bone fragmentation learn-
ing, while the remaining 225 shots as testing. Some sample images
from the dataset are reported in Figure 3.

Figure 3: Sample images and corresponding point clouds with
the estimated skeletons from the Kinect dataset

As well-established in re-identification and recognition tasks, for
each testing item we ranked the training gallery elements using the
distance metric defined in the previous sections. The summarized
performance results are reported using the the Cumulative Match-
ing Characteristic (CMC) curve [6]. In order to evaluate the con-
tribution of the bone fragmentation algorithm described in Section
5 and the metric learning defined in Section 4 we firstly performed
an internal comparison. The results obtained using the base sys-
tem (i.e., using the OpenNi bone set and the distance function of
Eq. 4 with uniform weights) and with the integration of the two
learning steps are reported in Figure 5(a). The curves have been
obtained averaging 50 experiments with different training and the
testing sets (randomly selected). As highlighted by the graph, the
learned metric strongly improves the re-identification performance.

We also compared our method with two state of the art algo-
rithms, namely SDALF [5] and Sarc3D [1]. SDALF is a purely
two dimensional method. It consists in the extraction of features
that model three complementary aspects of the human appearance:
the overall chromatic content (using weighted HSV histograms),
the spatial arrangement of colors into stable regions (Maximally
Stable Color Regions), and the presence of recurrent local motifs
with high entropy. All these features are derived from different
body parts, and opportunely weighted by exploiting symmetry and
asymmetry perceptual principles (each appearance image is seg-
mented into legs/torso/head using simple heuristics). The online
code has been adopted and applied to the RGB images after the re-
moval of the background by means of the depth stream. Sarc3D,
instead, is a 3D method based on a non-articulated model. HSV
histograms are extracted from patches of the foreground appear-
ance image projected on a 3D surface. The tests have been carried
out using our re-implementation of the method, exploiting the ver-
tex model available online. The head and feet positions from the
skeleton stream have been adopted as reference to align the model
on the images. Results of the three methods are reported in Fig-
ure 5(b). The proposed method outperforms both the Sarc3D and
the SDALF approaches. It requires an off-line training in order to
learn the metric (which takes on average 4 seconds) and the best
splits of the skeleton (195 minutes on average). The creation of a
person model requires less than 10 ms (9.74ms for the computation
of the point cloud by OpenNi and 0.47ms for the computation of
the histograms), the matching score computation takes on average
2.11ms. All tests were performed on an Intel Core i5 running at
2.66 GHz. Some sample results of the three methods on the new
dataset are shown in Figure 4, as can be seen our method is much
more resilient to pose changes, unlike SDALF and Sarc3D which
assume people in a vertical standing position.

7. CONCLUSIONS
We proposed a new and effective solution for the re-identifica-

tion of people. Differently from currently available proposals, we
exploited an articulated 3D body model to spatially localize the
identifying patterns and colors on virtual bones. The articulated
body model allows to create a invariant signature for each mon-



Figure 4: Sample results ot the three tested methods on our
dataset

itored person despite postures and view-points. Two learning al-
gorithms have been introduced to create an optimized bone set for
re-identification purposes and a specific metric learning, respec-
tively. Experimental results on a Microsoft Kinect dataset prove
the improvement obtained using articulated models instead of fixed
containers (e.g., Sarc3D [1]) or 2D body models (e.g., SDALF [5]).
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Figure 5: CMC of the method on the Kinect dataset, showing a)
the contribution of the metric and bone fragmentation learning
and b) the improvement on two state of the art techniques


