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Abstract

In this paper, an adversarial architecture for facial depth map estimation from monocular intensity images is presented. By following an image-to-image approach, we combine the advantages of supervised learning and adversarial training, proposing a conditional Generative Adversarial Network that effectively learns to translate intensity face images into the corresponding depth maps. Two public datasets, namely Biwi database and Pandora dataset, are exploited to demonstrate that the proposed model generates high-quality synthetic depth images, both in terms of visual appearance and informative content. Furthermore, we show that the model is capable of predicting distinctive facial details by testing the generated depth maps through a deep model trained on authentic depth maps for the face verification task.

1. Introduction

Depth estimation is a task at which humans naturally excel thanks to the presence of two high-quality stereo cameras (i.e. the human eyes) and an exceptional learning tool (i.e. the human brain). What makes humans so excellent at estimating depth even from a single monocular image and how does this learning process happen?

One hypothesis is that we develop the faculty to estimate the 3D structure of the world through our past visual experience, which consists in an extremely large number of observations associated with tactile stimuli (for small objects) and movements (for wider spaces) [44].

This process allows humans to develop the capability to infer the structural model of objects and scenes they see, even from monocular images. Even though depth estimation is a natural human brain activity, the task is an ill-posed problem in the computer vision context, since the same 2D image may be generated by different 3D maps. Moreover, the translation between these two domains is demanding due to the extremely different source of information that belong to intensity images and depth maps: texture and shape data, respectively.

Traditionally, the computer vision community has broadly addressed the problem of depth estimation in different ways, as Stereo Cameras [16, 41], Structure from Motion [4, 6], and Depth from shading and light diffusion [35, 37]. The mentioned methods suffer from different issues, like depth homogeneity and missing values, resulting in holes in depth images. Additional challenging elements are related to the camera calibration, setup, and post-processing steps that can be time consuming and computational expensive. Recently, thanks to the advances of deep neural networks, the research community has investigated the monocular depth estimation task from intensity images in order to overcome to the previously reported issues [1, 8, 10, 11, 44].

This paper presents a framework for the generation of depth maps from monocular intensity images of human faces. An adversarial approach [12, 28] is employed to...
effectively train a fully convolutional encoder-decoder architecture that is able to estimate facial depth maps from the corresponding gray-level images. To train and test the proposed method, two public datasets, namely Pandora [3] and Biwi Kinect Head Pose [9] dataset, that consists of a great amount of paired depth and intensity images, are exploited. To the best of our knowledge, this is one of the first attempts to tackle this task through an adversarial approach that, differently from global depth scene estimation, involves small sized objects, full of details: the human faces.

Finally, we investigate how to effectively measure the performance of the system, introducing a variety of pixel-wise metrics. Besides, we introduce a Face Verification model, trained on the original face depth images, to check if the generated images maintain the facial distinctive features of the original subjects, not only when visually inspected by humans, but also when processed by deep convolutional networks.

2. Related Work

We consider related work within two distinct domains: Monocular Depth Estimation and Domain Translation, detailed in the following sections.

Monocular Depth Estimation. Facial depth estimation from monocular images has been investigated during the last decade. In [33], Constrained Independent Component Analysis is exploited for depth estimation from various pose of 2D faces. A nonlinear least-square model is employed in [34] to predict the 3D structure of the human face. Both methods rely on an initial face parameters detection based on facial landmarks. Consequently, the final estimation is influenced by detection performance and, therefore, head pose angles. In [43], this task is tackled as a statistical learning problem, using the Local Binary Patterns as feature, but only frontal faces are taken into account. Reiter et al. [29] propose the use of canonical correlation analysis to predict depth information from RGB frontal face images. In [17], the face Delaunay Triangulation is exploited in order to estimate depth maps based on similarity. Cui et al. [5] propose a cascade FCN and a CNN architecture to estimate the depth information. In particular, the FCN aims to recover the depth from an RGB image, while the CNN is employed during the training phase to maintain the original subject’s identity.

A wide body of literature addresses the monocular depth estimation task in the automotive context [1, 11] or in indoor scenarios [22, 39]. The Markov Random Field (MRF) and the linear regression are employed in [31] to predict depth values. An evolution of the MRF combines the 3D orientation and position of segmented patches within RGB images [32]. The main challenges to these works is that depth values are locally predicted therefore scene depth prediction lacks of global coherence. To improve the global scene depth prediction accuracy, sparse coding has been investigated in [2], while semantic labels are exploited in [18].

Recently, this research field has received a great improvement thanks to the introduction of Convolutional Neural Networks [7, 8, 23]. Several works propose the use of RGB samples paired with depth images as ground truth data in order to learn how to estimate depth maps by means of a supervised approach. In [7, 8], a two-scale network is trained on intensity images to produce depth values. The main issue is related to the limited size of publicly-available
training data and the overall low image quality [19, 21].

In this work, we aim to investigate the adversarial training approach [12] in order to propose a method that directly estimate facial depth maps, without a-priori facial feature detection, like facial landmarks or head pose angles.

**Domain Translation.** The *domain translation* task, which is often referred as *image translation* in the computer vision community, consists in learning a parametric mapping function between two distinct domains. Image-to-image translation problems are often formulated as a per-pixel classification or regression [13, 20, 25, 38, 42]. Borghi et al. [3] propose an approach for computing the appearance of a face using the corresponding depth information based on a traditional CNN combining aspects of autoencoders [27] and Fully Convolutional Networks [25]. Recently, a consistent body of literature has addressed the image-to-image translation problem by exploiting *conditional Generative Adversarial Networks* (cGANs) [28] in order to learn a mapping between two image domains. Wang et al. [36] proposed a method, namely *Style GAN*, that renders a realistic image from a synthetic one. Isola et al. [14] demonstrated that their model, called *pix2pix*, is effective at synthesizing photos from semantic labels, reconstructing objects from edge maps, and colorizing images. In [24], a framework of coupled GANs, which is able to generate pairs of corresponding images in two different domains, was proposed.

We tackle the domain translation task in order to generate facial depth maps which are visually pleasant and contain enough discriminative information for the face verification task.

### 3. Proposed Method

In this section, we present the proposed model for depth estimation from face intensity images, detailing the cGAN architecture (Section 3.1.1), its training procedure (Section 3.1.2), and the adopted pre-processing face crop algorithm (Section 3.2). The implementation of the model follows the guidelines proposed in [12].

#### 3.1. Depth Estimation Model

Following the work of Goodfellow et al. [12] and Mirza et al. [28], the proposed architecture is composed of a generative network *G* and a discriminative network *D*. *G* corresponds to an estimation function that predicts the depth map \( I^{\text{gen}} = G(I^{\text{gray}}) \) of a given face gray-level image \( I^{\text{gray}} \), while *D* corresponds to a discriminative function that distinguishes between original (*i.e.* "real") and generated (*i.e.* "fake") depth maps.
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**Figure 3.** Architecture of the Siamese network: \( k3n64s2 - k3n128s2 - k3n256s2 - k3n256s2 - k3n256s2 - \text{avgpool}k2 - fc128 - fc32 - fc1. k, n, s, f correspond to kernel size, number of feature maps, stride, and fully-connected units. The output of the network is a continuous similarity score.

3.1.1 Network architecture

**Generator.** The generator network is based on the fully convolutional architecture depicted in Figure 2 that, following the paradigm of conditional GANs, takes a face intensity image as input and estimates the corresponding depth map. The first part of the network acts as an encoder, mapping the input image into a 1024-dimensional embedding with a spatial size 16 times smaller than the input one. It is composed of four convolutional layers with kernel size 5, stride 2, and 128, 256, 512, and 1024 features maps, respectively. Each layer is followed by the *Leaky ReLU* activation function [26] with a negative slope of 0.2.

The second part of the network, acting as a decoder, generates a depth image by processing the face embedding produced by the encoder. It is composed of four transposed convolution layers (also known in the literature as fractionally-strided convolution layers) which increase the embedding resolution up to the original image size. The layers are applied with kernel size 5, stride 2, and 512, 256, 128, and 64 features maps, respectively, and they are followed by the ReLU activation function. Then, a standard convolutional layer, followed by a hyperbolic tangent activation function (*tanh*), produces the final depth map estimation. Batch normalization is employed before each activation function, except the last one, for regularization purposes.

**Discriminator.** The discriminator network, depicted in Figure 2, takes as input a depth map and predicts the probability of the input to be a real or a generated depth map. The first part of the discriminator shares the same architecture with the encoder part of the generator network. Then, the 1024-dimensional embedding is flattened and a fully connected layer with one unit and a sigmoid activation function are applied obtaining a final score in the range \([0, 1]\) where 0 corresponds to a “real” depth map and 1 to a “fake” one.
3.1.2 Adversarial training

During the training procedure, the discriminator network $D$, with parameters $\theta_d$, is trained to predict whether a depth map is “real” or “fake” by maximizing the probability of assigning the correct label to each sample. Meanwhile, the generator network $G$, with parameters $\theta_g$, is trained in order to generate realistic depth maps and fool the discriminator $D$. From a mathematical perspective, the training can be formalized as the optimization of the following min-max problem:

$$
\min_{\theta_g} \max_{\theta_d} \mathbb{E}_{x \sim p_{data}(x)} [\log(D(x))] + \mathbb{E}_{y \sim p_{gray}(y)} [\log(1 - D(G(y)))]
$$

(1)

where $D(x)$ is the probability of being a “real” depth image (consequently $1 - D(G(y))$ is the probability to be a “fake” depth image), $p_{data}$ is the distribution of the real depth maps, and $p_{gray}$ is the distribution of the intensity images. This approach leads to a generative model which is capable of generating “fake” images that are highly similar to the “real” ones, thus indistinguishable by the discriminator $D$.

To reach this goal, the following loss functions are employed during the training with the Adam optimizer [15] with initial learning rate of 0.0002 and betas 0.5 and 0.999. Regarding the discriminator network, a binary categorical cross entropy loss function, defined as

$$
L_{adv}(y, t) = -\frac{1}{N} \sum_{i=1}^{N} [t_i \log y_i + (1 - t_i) \log(1 - y_i)]
$$

(2)

where $y_i = D(I_i)$ is the discriminator prediction regarding the $i$-th input depth map and $t_i$ is the corresponding ground truth, is applied to the discriminator output.

Regarding the generator network, we aim to generate images that are similar to the ground truth depth maps as well as capable of fooling the discriminator network (i.e. visually indistinguishable from real depth maps). For fulfilling the first goal, we apply the Mean Squared Error (MSE) loss function:

$$
L_{MSE}(s^g, s^d) = \frac{1}{N} \sum_{i=1}^{N} \|G(s^g_i) - s^d_i\|_2^2
$$

(3)

where $s^g$ and $s^d$ are respectively the input gray-level images and the target depth maps.

To accomplish the second goal, we feed the discriminator with generated depth images and apply the adversarial loss on the discriminator prediction to evaluate if the generated images are capable of fooling the discriminator network. Then, we back-propagate the gradients up to the input of the generator network and update the generator parameters while keeping fixed the discriminator weights. Therefore, we aim to solve the back-propagation problem minimizing:

$$
\hat{\theta}_g = \arg\min_{\theta_g} L_G (s^g, s^d)
$$

(4)

where $L_G$ is a combination of two components, defined as the following weighted sum:

$$
L_G(s^g, s^d) = \lambda \cdot L_{MSE}(s^g, s^d) + L_{adv}(G(s^g), 1)
$$

(5)

in which $\lambda$ is a weighting parameter that controls the impact of the $L_{MSE}$ loss with respect to the adversarial loss.

3.2 Dynamic face crop

The head detection task is out of the scope of this paper, therefore a trivial dynamic face crop algorithm is adopted in order to accurately extract face bounding boxes from the considered datasets including a small portion of background. In particular, given the head center position $(x_H, y_H)$ in a depth map (we assume that the head center position is provided in the dataset annotations), a bounding box of width $w_H$ and height $h_H$ is extracted defining its width and height as

$$
w_H = \frac{f_x \cdot R_x}{D}, \quad h_H = \frac{f_y \cdot R_y}{D}
$$

(6)

where $R_x, R_y$ are the average width and height of a face (we consider $R_x = R_y = 320$), $f_x, f_y$ are the horizontal and the vertical focal lengths in pixels of the acquisition device (in the considered case: $f_x = f_y = 365$ and $f_x = f_y = 370$ for Pandora and Biwi datasets, respectively), and $D$ is the distance between the head center and the acquisition device which is estimated averaging the depth values around the head center. Computed values are used to crop the face in both depth maps and intensity images.

4. Experimental Results

In this section, experimental results, obtained through a cross-subject evaluation, are reported. In particular, we investigate the use of pixel-wise metrics in order to verify the generation capability of the proposed adversarial model (Section 4.2). Furthermore, we evaluate the quality of the estimated facial depth maps by means of a Face Verification task (Section 4.3). The code and the network models are publicly released\footnote{\url{http://imagelab.ing.unimore.it/face-generation}}.

4.1 Datasets

A description of the exploited datasets, namely Pandora and Biwi Kinect Head Pose, is provided. The explanation of how the Pandora dataset was split to take different head poses, occlusions, and garments into account is presented in the following as well.
Table 1. Accuracy comparison for the pixel-wise metrics and the face verification task, as a function of different generative approaches. cGAN and AE refer to the generative adversarial network and the encoder-decoder architecture proposed in this paper, respectively. Results are reported for both the Pandora and Biwi datasets and for the main competitors [5, 14]. Starting from the top, $L_1$ and $L_2$ distances are reported, then the absolute and the squared differences, the root mean squared error, and the percentage of pixels under a certain error threshold ($\delta$-metrics). Further details about metrics are reported in [8] and in Section 4.4. Finally, the accuracy on the face verification task, detailed in Section 4.3, is reported. The arrows next to the metrics represent the positive changing direction: a better generation performance corresponds to a metric variation in the arrow direction.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_1$ Norm</td>
<td>11.792</td>
<td>16.185</td>
</tr>
<tr>
<td>$L_2$ Norm</td>
<td>1.678.2</td>
<td>2.224.8</td>
</tr>
<tr>
<td>Absolute Diff</td>
<td>0.1019</td>
<td>0.1441</td>
</tr>
<tr>
<td>Squared Diff</td>
<td>2.9974</td>
<td>5.3891</td>
</tr>
<tr>
<td>RMSE$^\text{log}$</td>
<td>0.1744</td>
<td>0.2752</td>
</tr>
<tr>
<td>RMSE$^\text{scale-inv}$</td>
<td>0.1345</td>
<td>0.2018</td>
</tr>
<tr>
<td>$\delta &lt; 1.25$</td>
<td>0.8529</td>
<td>0.6854</td>
</tr>
<tr>
<td>$\delta &lt; 1.25^2$</td>
<td>0.9642</td>
<td>0.8728</td>
</tr>
<tr>
<td>$\delta &lt; 1.25^3$</td>
<td>0.9915</td>
<td>0.9651</td>
</tr>
<tr>
<td>$\delta &lt; 1.25^4$</td>
<td>0.5619</td>
<td>0.4763</td>
</tr>
<tr>
<td>$\delta &lt; 1.25^5$</td>
<td>0.6113</td>
<td>0.5047</td>
</tr>
<tr>
<td>$\delta &lt; 1.25^6$</td>
<td>0.6954</td>
<td>0.5547</td>
</tr>
<tr>
<td>Face Verification</td>
<td>0.7247</td>
<td>0.6570</td>
</tr>
</tbody>
</table>

4.1.1 Pandora Dataset

The Pandora dataset was introduced in [3] for the head pose estimation task in depth images. It consists of more than 250k paired face images, both in the RGB and the depth domain.

Depth maps are acquired with the Microsoft Kinect One device (also known as Microsoft Kinect for Windows v2), a Time-of-Flight sensor that assures great quality and high resolution for both the RGB (1920 × 1080 pixels) and the depth (512 × 424 pixels) data.

Even though the dataset was not created for the depth generation task, it can be successfully employed for that purpose as well, as it contains paired RGB-depth images.

Furthermore, it includes some challenging features, such as the presence of garments, numerous face occlusions created by objects (e.g., bottles, smartphones, and tablets) and arms, and extreme head poses (roll: ±70°, pitch: ±100°, yaw: ±125°). As reported in the original paper, we use subjects number 10, 14, 16, and 20 as testing subset.

Each subject presents 5 different sequences $S_i$ of frames. We split the sequences into two sets. The first one, referred as $\{S_1, S_2, S_3\}$, contains actions performed with constrained movements (yaw, pitch, and roll vary one at a time), for both the head and the shoulders. The second set, referred as $\{S_4, S_5\}$, consists of both complex and simple movements, as well as occlusions and challenging camouflage. Experiments are performed on both the subsets in order to investigate the effects of the mentioned differences. Moreover, we additionally split the dataset taking head pose angles into account. We create two mutually-exclusive head pose-based subsets, defined as

$$A_1 = \{s_{\rho \theta \sigma} | \forall \gamma \in \{\rho, \theta, \sigma\} : -10° \leq \gamma \leq 10°\} \quad (7a)$$

$$A_2 = \{s_{\rho \theta \sigma} | \exists \gamma \in \{\rho, \theta, \sigma\} : \gamma < -10° \lor \gamma > 10°\} \quad (7b)$$

where $\rho$, $\theta$, and $\sigma$ are the yaw, the pitch, and the roll angle, respectively, for each sample $s_{\rho \theta \sigma}$. In practice, $A_1$ consists of frontal face images, while non-frontal face images are included in $A_2$.

When using the dataset for the face verification task, the problem of the high number of possible dataset image pairs arises. To overcome the issue, we created two fixed set of image pairs, a validation and a test set, in order to allow repeatable and comparable experiments.

We extract face images from dataset frames using the automatic face cropping technique presented in Section 3.2 then we resize them to the size of 96 × 96 pixels. We exclude from the dataset a very small subset of extreme head poses and occlusions, as well as frames in which the automatic cropping algorithm does not work properly, to avoid training instability.
In particular, the generation capability of the generator network, trained both as an encoder-decoder architecture and the literature competitors, is evaluated with the pixel-wise metrics proposed in [8].

![Image](image_url)

**Table 2.** Confusion matrix for the Face Verification task on the *Pandora* dataset, as a function of different angle and sequence subsets on original and generated depth images. Subsets description is reported in Section 4.1.1. Tested generated images are estimated by the proposed network trained according to the adversarial approach described in Section 3.

### 4.1.2 Biwi Kinect Head Pose Database

The *Biwi Kinect Head Pose Database* was introduced by Fanelli et al. [9] in 2013. Differently from Pandora, it is acquired with the first version of the Microsoft Kinect, a *structured-light* infrared sensor. With respect to ToF sensors, this Microsoft Kinect version provides lower quality depth maps [30], in which it is common to find holes (missing depth values).

The dataset consists of about 15k frames, split in 24 sequences of 20 different subjects (four subjects are recorded twice). Both RGB and depth images have the same spatial resolution of $640 \times 480$ pixels. The head pose angles span about $\pm 50^\circ$ for *roll*, $\pm 60^\circ$ for *pitch*, and $\pm 75^\circ$ for *yaw*. We adopt the same procedure used for Pandora to crop the faces and obtain $96 \times 96$ pixel images.

### 4.2. Pixel-wise metrics

The overall quality of the generated facial depth maps is evaluated with the pixel-wise metrics proposed in [8].

In particular, the generation capability of the generator network, trained both as an encoder-decoder architecture and with the adversarial policy reported in Section 3.1.2, is compared with the recent *pix2pix* architecture [14] and the algorithm proposed in [5]. We test the models on both the *Pandora* and the *Biwi* dataset.

As reported in Table 1, our generator network, trained as a cGAN, performs better than the encoder-decoder architecture and the literature competitors. The $\delta$-metrics, corresponding to the percentage of pixels under a certain error threshold, confirm that the proposed model achieves the best spatial accuracy, in particular on the *Pandora* dataset, which contains more fine details than the Biwi dataset. As highlighted in right part of the above-mentioned table, the limited size and variability of the Biwi dataset have a negative impact on the generative and the generalization capability of the tested architectures.

### 4.3. Face Verification test

Pixel-wise metrics allow for a mathematical evaluation of the generative performance of deep convolutional networks. Yet, they might not fully convey whether the original domain features are accurately preserved through the generative process. Even when a human observer perceives no difference between “real” and “fake” images, the information content might still be represented in a slightly different fashion in terms of texture, colors, geometries, light intensity, and fine details.

In order to deeply investigate the quality of the generated images, the following Face Verification test, *i.e.* determining whether two given face images belong to the same subject, is employed. We exploit a deep convolutional Siamese network trained on original depth images, without adopting any kind of fine-tuning on the generated depth maps. The model compares two depth images and predicts their similarity as a value in the $[0,1]$ range. Two input faces are considered as belonging to the same person if their similarity score is higher than 0.5.

The model architecture is depicted in Figure 3. It is composed by 5 convolutional layers with an increasing number of feature maps, an average pooling layer, and 3 fully connected layers.

Through this test, which needs both high and low level features in order to work properly, we can estimate how well the generated faces preserve the individual visual features of the subjects. As reported in the last line of Table 1, the proposed cGAN model allows for the highest test accuracy on the face verification task. Actually, the proposed architecture significantly outperforms the other tested architectures.

In light of the reported results, we believe that our model is able to estimate both high level and fine details of facial depth maps and hence to obtain realistic and discriminative synthetic images.

It is worth to notice that our architecture overcomes the model proposed in [5], in which the deep model is specifically trained to preserve subject identities by minimizing a dedicated face recognition loss.

Table 2 presents how the Face Verification accuracy varies as a function of different angle and image complexity (*i.e.* obstructions, garments, unconstrained movements) on the *Pandora* dataset, as reported in Section 4.1.1. Furthermore, we report the verification accuracy obtained by the same model on the original depth maps.

As expected, the Siamese network performs better on frontal faces (angle subset $A_1$) and constrained movements...
(sequence subset \(\{S_1, S_2, S_3\}\)). Nevertheless, even the most complex task \(\{A_2, \{S_4, S_5\}\}\) reaches a 72.47% accuracy. Surprisingly, in the case of frontal faces and constrained movements, the generated depth images lead to better accuracy than the original ones. We hypothesize that this behavior is related to the generative process that tends to remove partial occlusions and to produce highly discriminative facial features.

### 4.4. Result discussion

Since this is one of the first work that tackles the facial depth maps generation through a Conditional GAN, a further evaluation of the proposed method and the obtained results is here reported. Indeed, we believe that the proposed method and this investigation could be a useful baseline for future work in this research field.

From Table 1, it can be noticed that the detail accuracy of the proposed model is quite good, compared with the tested competitors. However, we highlight that the \(\delta\)-metrics reported in lines 8-10, often exploited in previous work, are effective to check the overall quality of depth maps generated from landscapes or wide-angle scenes [1, 40], but the threshold value is too high to take fine details into account. For this reason, we introduce a new set of \(\delta\)-metrics with harder thresholds, reported in lines 11-13 of Table 1. We believe that this refined version of the \(\delta\)-metrics could be useful for evaluation of future research.

Finally, we note that our approach is able to produce overall accurate views of the generated facial depth maps, preserving the shape of the face and the garments (and also the characteristic signal noise of the Microsoft Kinect One), but it still struggles to produce accurate fine facial details. Detail preservation during the depth map generation process, after all, is still a open problem in the literature. Therefore, we suppose that the face verification network is more influenced by the shape of the face than by the fine facial details. In future work, we plan to investigate methods to produce more accurate and realistic depth maps, including better facial details, like the mouth, the ocular cavities, and the nose.

### 5. Conclusion

In this paper, we present an approach for the estimation of facial depth maps from intensity images. In order to evaluate the quality of the generated images, we perform a face verification task employing a Siamese network pre-trained on the original depth maps. By showing that the Siamese network accuracy does not degrade when tested on generated images, we demonstrate that the proposed framework produces high-quality depth maps, both in terms of visual appearance and discriminative information. We also demonstrate that the proposed architecture outperforms the encoder-decoder architecture and the literature competitors when trained with the adversarial policy. Thanks to the flexibility of our approach, we plan to extend our model by introducing task-specific losses and to apply it to different scenarios.
References


